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AmLrKs

Thi& papew prmvldes the !.msic algorithmic def nitlon$
anti perfarmrmce  chalacteriza!;on.s for a high.perforrnwtce
adaptive noiseless (Iossless) ‘coding module” which is
currently under separate developments as Gir,9!e-chip
microelectronic clrcuitc at two NASA centers. Lrrbowtory tests of
orw of these implementations recently derrmwrakxl coding
I’ales of Up to 9W Mbikk. @re{atiwl of a uxnpanerr  “decodng
module”  can operate M up to half the coder’s rate, The
f’uncllonality provided by theso modules shou{d be appll&-,ble
io most of NASA’S science dala,

~he hardware moclukm Incorporate a powerful adapliv~
noisoless coder for “Standwd Form” Data Sources (I S,, scwrccs
Whoso symbols carr be represented by uncwrelaled  non.
Irlegative Integers where the smaller integers ate mcto likely
lthan tho larger oncm). F~erformarlce close to data erdroples can
be expected over a “Dyn.amlc F{rmge” of fl on) 1,51012-15
bits/ssm@e  (depending on the Impfernenkdion).

Thic Is accompli6hod by adaptively choosing the best
of many “HLrffman Equlvalrmt” codes to use on @a&r block of 1-
1 b $Srmplas.  t3ecaLr6e of the extrenw dnlplb!ly  of tt )ese. codes,
no tabk Iookups are actually required in an implerr,entation,
thuc leading to the expected very high data rate capabilities
already noted. The “coding module” can be used directly on
data which has Lmerl “pre-processed” to exhibit the
chwacterlstics of a Standard Form Sour~e. Aftern atively, a kdl-
in Predictive Pre-pwcessor’ can be used whete applicable, ? his
built-in Preprocessor includes the familiar one-dirnetwiona
predictor followed by a funcilon which maps the prediction error
sequences into tho doslred standard form, Additionally, an
External prediction can be substituted if desired (eg , fOr two.
dimensional applications), further extending tile nmcfule’s
generality.

Linus!  .-!

References 1-4 provide the development and analysls
01 some prcrcrtica! acislptive techniques for efllckmt  rmise.less
[Iosdess) coding of a broad class of d:do &ourcec, These have
boon applied, In various forms, to rwmomus apphcations

7 hose functions. and algorithms rr}ost desimb!c  for
incorporation In a ‘coding modulo” which could bo implemented
using current custom VLSI capabilities were prewnted  at the
first NASA Data Compression Workshop at Snowbird, LWI,  h
1988.5 A workshop co!mrrrlttee recommended that NASA Shtwlcl
prooeod and Implement this “cocSr~g module.” Since then, tIOt}I
the Jet Propulsion Laboratory (JPL) and the Mlcroeleclrordcs
Research Ceder (MFsC) al the Universltj  of Now Mexico tww
in~plemented first.generatiwr a(ngk-chip  CMOS VLSi coding
-- .-. ———. . .— .-. -..—
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modules .6-9 The Mf-W 1.0 ~m cochng chip was succ.essfidly
!e6ted under Iabaratory conditions at LIP to 900 Mbits/s,7-g A
companion MfW  .decocfing module” Is designed to wm at tip to
half the rnaxlrnum rate of the coding module. Tho$e first.
Generation MRC chips are now available commercially from
Advanced Hardware Architectures in MOSCOW , ldaho.10

r

Both I MRC and JPL developments aro nearing
completion Of ~c]nclgeneration space.qualifecf versicm  for
the coding oduies  11 “f 4 1! IS anticipated that the high
performance furrctional!ty of these modules, first- and second-
genem:ion,  can serve mos! of NASAS science  data rreed6
where a Iossiess representation is appropriate.

1 he intent  of this paper Is to provide a concise
description of ti]e  basic algcrht!mlc  and performance
characferisticc. which are embodied In the coding modules A
more general algoritivnic  developmorrt can be found In Ref. 15
alcm~ wilh some appllce,tlon notes. Observe that the actual
implernentat)ons have diverged silghtly from the dsflnltlorw
provided here and from each other. Most of these subtleties will
be di$cus$ed

l~3J&G@ktg .MQsW

A functiultal  blo~k cfiayram of a genera l -purpose
lcIssltss “coding module” is shown in Fig, 1, A variation in
Rico% original no!ation (of subscrlptino {he Greek letter q)) will
he used to name various coding opera{torrs, Subsequent
sections wiil quickl~ converge to more specific dclinltions  that
relate. to the VLSI modules bolny implemented,

1 he inpuf !O this coding module

W=XJX2, ,.XJ (1)

is a J sample block of n blf samples, ~ IS e prlorl or Side
lnforrnallcrrr that might hetp in lhe coding process

The ovorall unspecific process of represenlln~ ~n Is
named PSl?t so tlml thv aclual coded result is

PSI? + [kn,$’1

As Fig. 1 shows, tk,e coding process is SPM into two
indepericient steps di$rxlssed below.

$.MP_l

A Reversible Pre-procw.so~ls  a process deslg~ed to
convert the source represented by Xn sequences (and Y) into
a close approximation to a STANDAflD  FORM Data Sourco,
represented by bn sequences. Th16 process usually Includes a
da.correlation procedure (prediction).

1
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Fig.  1. GeneralJ)urpose Noi!wlcss Coding Module  Block Diagram

1
The p~e. processor ccmverls  e a c h  % n  ( a n d

corresponding Y, If any)  Into

;n’=b~&2...hJ (2)

R J a 1 sample sequence  of n’ bit samples, Usually rl = r;’, and
we will henceforth assuma that here,

MMtMf31E.9XllMW.Q% Specifically,

.9)

t))

c)

d)

Samples of IX are the ncm-nogatwe integers
o,l,2, .,, q (3)

Swnpk3s of hn are kldepenclenl (4)

With pi = f’t[fi~ = l], the probabilities are ordered
so that the smaller integers cmcur more
frequcwrtly,  ie.,

PQ~Pl==F?2~, (5)

The $ourca entropy is gven as

2~b = - ‘pi 10 9 2 p, bitslsawp!o (6)

i

The best pr~processor  will meet those conditions and
produce the lowest k{~.

SW=

An adaptive entropy codor,  nanwd  F’SI? for no~,
omckmtly  represonls  (Stanrkrd Source)  prf!. processed  bn
sccluences with the code-d result

PSI? kin] = Psi?+ [W, ~

This enlropy  coder is hdf+mdmt 01 the pre.prcxxssor.
The p!wproces:or’s  goal is to achieve  performance thnt
renlalns close to l-lb as It vwles  with time.

Note that the coding module In Fig, 1 allows for codor
PSII? to be used directly (on externally supplied pro-processed
dal(r,

A gwmral  fornl uf an Adaptive Lrh opy coder (de$lgned
to cfficlenll~ represent Star-rdard Data Sources), which choosm
from multlple  algorlthm  options cm a block-by -blrmk basis, will
be Iderdified  Irr Ihe next section. Sfmciflc  sets of such code
option$ will be defined and Incorporated In this struclure  a.s a
parametrically def!ned  adaptive coder. In doing so, the
unspecllic  “PSI?” WIII be turned Into a specltic  coder called
“P$IS%”

Finally, the specific pararnoters of F%lss thrd are used
in current VLSI  implementations wIII be identified.

PSI? of Fig 1 represents the gt?rwrral-purpoce adaptive
coder called PSlt  1 in Refs. 2-4 and 15, Besicxd!y, such a coder
choose$ one of a set of Code Crplions (coding algorithms) 10
use to represent an irrcomlng block of “pro-processed” data
samples. A unique binary identifier precedes a coded block to
tell & (iecoder which decoding algorlthm  to use, The foffowlng
cilscussion wIU identify speclfrc code options,

QQkQ&MQnE

trackw.  when no coding of any folm is perforn~ed  on
the data, we call this PSlbu

Pslbu [Wj = in (7)

? his ropresentatkm  Is usorl In an mkipliye  coder when all other
available code options fall to compress bn. References 7.9 cati
this the “default” option,

m~QDS!UiXtfh.  Recall  that the
pre-processed  samples of I?@ are tl~e non-negative  irie$ers  I a
0, A variable length  “Fundamental Scrqucncc Code, fs”, is
defined for each i as follows

I zeroes
~0--

f3[i] :-000...4 . 0 0 0 1  fori~O (8)

I
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That 15, $Imply append a 1 tc~ the end of a $equence o’ i
zeroes.

The ‘V%ldamenlal  Sequence” itself Is the nppllcation of
fs~,] to all the samples of &n. Following Fiice’s nolatkm,’

pStl[bn]. f6[b1]RfS[h2]*. .f~[bJ] (f))

is the Furrdwnenlal Sequence, This defines Code OptiOn,
Psll

.~tim The code rrplicm defhiticms hr+e
are lJ&Xd& !c) “split” off the k leaSt significant bits of 6aCh fin
sample and sencf them separately. 7he remaining n-k most
significardb itsxamples  arethen crxforf u$ing F’Sll. Specifically,
with

4$nmblb2, .,bJ

Let

tin,k  = ml m2 .,. WIJ (1 o)

be the sequence of all ihc n.k most significant bit sample$ of bn
and lot

~k = ~Sbl ●  kt)p~ . . .hJ (11)

denote the correspondhg  sequence of all the k-bit Iaa$l
slgnlfcfml  bit sam@ea of bn.

-fritd ic

bi=mj*lsbi (12)

The “Split. Sample” Mode Code option PSI I ,k $
defined by

PSII ,l@j = psll[~kjs ik (13)

Note Ihat k = O Isa spf;cial case where

F43!1,0 = PSII (14)

and when k z n

PSll,n = PS!bu (15)

ImJnWdJA@.Y@Mh  Note it’a~ tl’s’ in~lvldual
code word assigned to bi in (12) when code option WI ,k Is
app!led Is glvon a6

fs[ml] ●  f~bj (16)

That Is, the WndarnenWd Sequence Code, fs[] in (9), IS applied
to the most significant n-k bits of b, foliow’ed by tho Icmsl
slgnlflcant k bib  of 61, From lhlsi description, i( slwuld  be cas!er
to soo that tho only varlablo.lcmgth-codo  oporation ever
required IS Ilm application of fs[,  ], since the “k-m.” earl
Wrply be shifted out and fs[’] can be Implerr,enled without
any table Iookups.

&drruum4-MrMuUk!fflML~M.QU  .
Under certain famlliur  assuruptirm  about fhe type of data
source (these assumptions will bo described in a later scctlon),
. . . . . .. -—.. . . . . . . . . . . . .

*  An aslerisk, ● , is used 10 wrlptmsize the c~ncat~nalir~n o!
soquonces,

CiANO PUBL 1 CAT 10N @ 004
?, ..,,

,,,. .,,, ,,, ,.

the iridivldual ‘  var iab le  Iell$th COdbS”
represontod b y  ( 1 6 )  wero 6hown b y
Veh13,1~ to be e q u i v a l e n t  t o  tfuffrnan
Codes. (17)

‘rhu$ they are not only extremely simple, ttx3y are optimum
too.

E3r.d even more important fw their applicaliori  In an
Bdaptivc coder, the cr,tmpy where PSI 1,k achieves its best
performance is at

fi~ M k + 2 bikdsampk+ (18)

and performance remains close to ~~ ovar a ran9e of abollt
*0,5  biti$arnple, Thus there is at Ieasl one PSI1 ,k option that
should provlcle efflcknt  coding for any

~1~ >15 bits/sample (19)

Such conclusions  can also be drawn dkectly  frOm
61mulafions udrrg a broad range of data sources.

WIMI!M@ Acfa~tlve Cuder~.pSL65

We can now use fhe Splil-Sample  Modes describacl
above to replace the general coder f+? in F19. 1 wllh a specific
class of paramelrhalfy  defined adaptive Godelb, named PSISS.
P$ISS is based on the foll~w,~~ par4m~tOrG:

J = block size >1

n . Input 8its/$a~ple (20)

N= number of Code 0ptlon3

k* 1 (Oynamic  Range Parameter)

A fwrclionaf block r,fiagrarri is sllowr, kr F ig 2.

1 he representation of J sample in, using an N option
i ‘S1ss with parameter A z 1, is given by

PS%s[8n] = lD(id) * PSI1, k(id)@n] (21)

where

kf=o,l ,2,! !N-1 (22)

is the inleger vaiue of a coder identifier for the options used,
and lD(lcf) is ils standard binary reprcsentatlon, requlring~

~ogp N] MS (23)

F-HI ,k(id) is the Split-Sample option spoclficd by id,
who: e

1 n for id = N-1
k(id) = (24)

L- 1 + Id Otherwise

fur palwncter  }. z 1 By (15) and (24) the last opticm IS PSlbu in
(7).

I
“ [z] is tho smal est integer, ~ea!er than or eqoal 102.

3
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Fig. 2, Parametric Split-Sample Adaptive Coder Function&l  t310ck Diagram

--W. IEXCCPI  for Iimiling cases, the range of
entloples  where F’SISS can be expesled  to efficiently represent
preprocessed En sequences h~s been shown to-be ‘closely
specified by “Tr’TT-12.0 -‘- - “’‘“ ‘--” ‘-”---” “--”----

{

n
),+ 0,5s  Fl~s mln

).+  N-O.5
(2L)

A close look at this expression shc,ws lhat each
increase In A movos the Dyrramlc  Range of cfflckrt
performance upwardsi bIy 1 blthample.

B@9111Wn&WL!PJ. A graph of typlrx+l performance
for PSlsswltll N = 12, A= I,n= 14and J= 161sshownir,  Fl~.
3.

!W.QWQMQ.J3!MX?NiWk  1 he C@nyrn  cflter~on fi~r
sei{$cting the best option to use to represen~ brl is [u simply
chcIose the one  that produces the shortest coded sequence.
that Is,

Now, letting

~k = @’(PSll (filnIk])

we havo from (12)

&(PSi’t  ,k [~~)  = Fk + Jk (27)

and from (8) - (1(t)

(i.e., the sum of the mcd significant n.k bit s.amplas plus tlm
block S120)  ,

f.lo. o -“-””””-  “’” ““-—’ ‘“-””– “--- .

$!
g a,o ~~~  ------ - - -  ~~ - ““” -’”---

y fj.o - - - - - - .,, .—. . . . .

s

Q
a

O,cl ?0 4.rl 6,0 ‘-”-Ff.O 10.0 12,0 14 .0

---

--.. —.-. .— - ----u..  —--

. . -- --  —

------ ..-.——

.—. . --  —-.--— -—-—-----

. ..-

E, NTROPY,  ~ib , bitS/SWllPie
i

Fig. 3. PSISS Averaga Perforrnirnco for N * 12,
n=14,1=l, Jm16

Thus (27) and (28) can slmpllfy tho dooision making In
(26) without actually coding the data. But this can be further
slmplif,wf.

By taking  advantage of the randomness in the least
significant bits., the expected value of Fk can be related to F@
bya,l~

~ ( FklFo)  = 2.k FO+j  (~ - ~“k) (29)

which we use as an estimate In (27’), We haie

Y1 ,k (@) = 2-k FO + ; (1 - 2.k) + Jk

-~(f%ll,k ~n]) (30)

We cm then choose k . k’ If

I’1 ,k* (~n) = ‘~{ yl,k (fin) } (31)

4
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Gr\dtNs loa&tod!stincl  dwision regions baseci solely onFO
(which by (2’8) can be clo!ermlned by addlrrg up the wigirmt
samples slrrce nii = 6i). The boundaries to adjricont  P~ll ,k
decislem regions are glvcn by

Fo=#+ J (2k+l)  bk (32)

Any I_’s/l ,k option will gcmorate more HIs than p~lbu  whert

Fo > j [ (n-k) 2$+1 + 1- 2kI bils (33)

A sarnpl~ table  of dedsicm regions is shown in 1 able 1
for cm N = 8 optics PSISS.

Note that If the largest who of k uccid is k = ~, ther,
PSI1,1 will gsmrale  more bits than PSlhu when

F~ >(n - j) Jbil$ (34)

whiuh may be a simpler  test thsm (32) provides, in sfime
GIBOOB.

PSlflLlaUIM@RlltW&WU@lfA

l’he primary P!Siss parameters used In the first.
generation VLSI lmplom,9ntations were as foliows:~-9

a) J = block S126 of ~n = 16

b) n = supported quarrtlzalion of fin samp!vs
= 12 for JPL chips
= 4, 6, ,,,., 14 for M,FIC chips

c) N = number of code options
= 11 fcr JPL ctrip
= 12 for M17C chip

d) ). = Dynilmic  Range Paranmler  = 1 = SWtin~
option PararI iuler

S@lW.$..QEf3.WMXW. W Eq. 23, the number  o f
fixed idenllfler  IMts does not need to be more than [IOS42N] b~tS.
A cod9r whhh  reprebenlts 8-bft data has no need for more than
O code options and thus should n~bd no more than a 3.hlt
identifier. The seconcl-:rperation  MHC design vAll recognize

Table 1. C)mlskm Regions for an N = B Option  PSISS
.——— ————————. .—-. –~. -—.——

CODE
OPTION I FO REGION IN BITS

‘-”$
.—. ..-——.. ..— .- .

PSH,O F. s SJB
.—— - —— — - — .  -

Psll,l &l/2 < ~o s 9J/2
. . . .. —- . — ————.——-.—— . . .. —._— —

PS11,2 W2 < Ff) s 17Jt2
— .  — — — .  - — . .  — — .  — — . . - —  .—

F’sll ,3 17,)/2 < ?0 s 33J]2
.—— ——. .——... - -. . . . . . . . . -.. . ..——

PS11,4 33J/2  < ~ < 65 J/2
— . . —.————- ------ ..-- . . . . .

FW,5 65 J/2 < FO < 12W/2
—.- .  .  .  ..———— .—.—.——

Psll ,6 129J/2  < F. s (128n-831)J12
.——--- ——.—— --- —.-~.-. —.. .. —-- -

PSlbu (12fht4t31)J/2 < ~.
. . —  — -—.. “— .— .-— —.. .— _. —— ___

,,

Ihl$ $!lualiorr  However, JFL’s first. smd $econd-genoratlon
chips and M!W’S first gorwration  ohip flxecf the number of
Idontitier bits at four,

In the JPL case, the first.generation chip only
supported input quantization of 12 bits/sample, so thh was not
an i$suo. A second design now prcwides support for data with
ql.jantiza!lon down to r3 bltsksample.  EM In dohg  so the number
of code oplions is still fixed at 11, yielding 4 bite for idontiimrc

Tho JPL supporl for n <12 is providwt  by treating data
of Iessw  quanlizallon  as right-justifiecf 12-bit data,  The
consequence of this is that there dots not exist a true backup
(default) mode when Input data is not truly 12 bitslsample. For
example, instead of using an 8 bits/sample PSlbu (e,g,, as
dictated by ? abie 1), a JPL secculd~unerution  codor would
instead use some intermediate split-sample mode beyond
PSI1 ,6. In tho tare avcmtuality that PSibu Is needed, this”
chortcorning woltld  incur a penalty of over 1 bltisamp!e in UIe
block In which It occurs, Each MRC destgn uses a two backup.

By (22) and (24), PSlbu in (~ 1$ always assigned the
identifier id = N-1. TtrLJs an N=l  1 option COW would assign
ttw  binary four.tuple  Ickmttfler “101O’ (for ten), JPL’$ N-l 1
des.!gnb Instead armi~n the “all-ones four-tupte” to the PSlbU
Identifier. Similarly, and more generally, the MRG deslgn$
ass’gn the “all-orms four ti.rple” 10 the PSlbu Identifier for N>O
and the “all.ones three-tuple” when NsB.

Another distinction betvwen the  JPL and MF+C designs
{es in ths method for determining which code cyiion to use, The
JPL coders basically use the approach Illustrated In Table 1
whcra decisions are based on FO alona. (This is Wn@r~iy the
most desirable technique for softwaro implemerdatlons bsoause
of the minimal comp~latlon requkerrwnls.) MRC coders Irmtead
make decisions based on ihc  cx~ot bit count for tach option
(requiring the catculaflon of each Fk in [28)). The difference in
average performance between the two metlwds  has been
shown 10 be of no practical significance.

By (21),(13) and (1 4), Iheform  of a coded block k

lD(id) * PSII (fintk) * ~k

Herel tk JPL and MFW  approaches diverge slightly, The
W-K  fonmat foilows the deflnltio~ of L given by (11) and (12). ,

iHowevw, the JPL format splhs Lk fufi  or into k subsequences,
each contriinlng all the ~sbs from each sample which are of the
same significance, While this povlded  a slrnptlclty In the JPL
coder cfeslgn, it k~curs a penalty on Itm operations required by
a decoder.

Some additional differences are noted in a iater $edlorr
o n  pre-processing F o r  speclflc dclalls o n  th$so
implementafiorw, consult Refs. 6-16,

l&YE.@MXJitlMY

The adaptive coder we have designated a$ PSISS is
actually a subset 6f the mom gormml coders in Ref, 15(PSI14
and P3114,K), The !after coder defmitlrms

1) Permit k to be zero or negcrtivo, thus e,!lowlng for
additional “low-entropy” code options that provide improved
performarm  below 1.S blt$lsamp!e, Ref. 15 and earner papers
provide various low-entropy cc~de options which can be
inr,orpurated Into this structure or can stand alone ac separate”
approaches. Yeh has provided a computafionally  slrrrpfe

5
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algirlthrn for incorpolaticn  In the second-goneralion MRC
design.14

2) Provtde a secmd  paranw:er, K, for crdjuslln$ the
Dynamic Range. K basically specifies B fxed K.bi! pre.sp~il of
daka samples, bQIQH-k#t91  a pfe-Pr~ces~or.

3) An extended coding structure that allowe the&e
:mmo algorithms to alt}o bo upplied to the representation of
code Identifiers, This reduces the overhead penalty vhn
operating many -optiorwrd  soders on lalrly stationary duta.

I

LZh.Q.&&l?QWSWM

1 he entropy coder, i%ks,  as rlexdbml in the prcvieu:,
6eclion, was designed to efficiently represent (pre-processed)
Werrdard Data Sourwas. PSl$s doesn’t nod to know which
pre-processor  was usmt to pduce its input. Howeve{, fGr an
esrtremely broad set of real problems, the gencrol  pre.
processing funclio~  of Fig. 1 can be replaced by Ihe mom
specific Basic Predictive Pre.processw  In Flg 4. It is shown
imbedded  within the complete coding module for your
convenletlce,

&tmMhr&wwaQK

The first pad of this pre-processor Is a vwy simple
predictor consisting o!. a single mrrp:e-delay  element  With xj
as the ith sample  in :(n, this delay element “predicts” that xi
equals the previous sample:

.
xl = xl-l (35)

1 ho proviouc sample cauld be the. last sample f[orn a previous
block when coding multiple biocks  it is assumed that tlx:
sample delay is always mitlallzed with a prediction, But note
sJ60 at this time that Iho module’s design allows for an External
Prediction Ic, be supplied in place of this sJnlple one-
c!imrmional form

The diffcrenoo  between any sample and its predictlo!l
produces fha errof signal

.-.
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Aj=xi-;i (30)

ancl the b’cwk 01 J enor values

i= Al A2. ..bJ (37)

As a new data source, ~ sequences tend to be uruorrehated
and display a unlmodal dlsdribullon around zero (when data
valuec arc not near the bOUndark3S of its dynamic rarQe). That
is ●

pr[Al~o]  tprl~--f]  apr[hi=+l]*pr[A~=  -2]2 . . ..(38)

MH@Jumldifl@Q@Qd  Sour@

When lhe iatter ccmdtlon in (36) Is true, the following
function will map eac}l AI kl[o a corresponding SIandaid  S.ourCtI
d, suctl ttlai

po~Pl=P2*P3 ~...

Additionally, 11 will assure fhat a~ n-blVsamplc  xi fr’cm %n
produces an n-biti’sample bi. Fwtiler,  the desired probability
ordering of the ~ is more ciosely approxhmded when XI values
are near O or xrlle,x - 2n - f,

l-he Mhpper, used in the MRC design, is defined by

I

2A! osAjc Q

bi : 21AII-1  -l~$E.i<O (39)

O +  lAil Oltlelwise

. - . ..-. —. . . . ----- .

‘ % 6qudlj  vdkl assumption is

Pr[A:=O]a  Pr[Aj=+  l]> Pl[&:-l]2Pl [Ais +2]*...

which is thcr bask of the JPL VLSI ch,ps.. II leads to a rrwpp!mg
furaiion which looks very sirr,ilar to (39) and (40). Re$wance 15
shows tha[ a “dacode~ usi?g onfi mappln~ funotion coufd be wed
to decode deta that had been grmereted usino tho othw mapping
fonclionl

CODING MODULE, PSISS+
r4 ----- ------ ------- —---- ---

PF{ELJICTICIN  ERF\OFt -1

I -n f%
~- A1A2 . ..AJ

L.

I
I X =% X* . . ..XJ

I

I

I PREDICTW PRE-Pi70CESSC~R
I  f - - ”  - - - - - - - -.. - - -

-1
-, --- .-

1 -1-  —-.
ZDICTOFr

1
i I.-. —-- ------

x; 1 r- -- ~~ I,-, ] 1 in. b. b., ..6, mm -

I DATA SOURCE
I
I i

I
I ~

I i_ku _-.; _T:a-_-L- ‘“::--!.. - - - - -  J
{

I
.. 0---- - - - - -  .  .  .  .  .  .  .  .  .  - - - - -  ----. ,

EXTERNAL
PREDICI ION

I

I

I
I
I

Fif~. 4. Ba@ic Prodiciivc Pr’reprocessor Wlthln  Coding Module, PSls@+ .
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I ,,,, ,,1 ,.,

whore

6= rnin(;i, xma~-  ;I)

xmcrx=2n  - 1
(40)

A.EM!wXif2tlML swwse  ~~le f-w)c=~~ in ~u
41ssetto receive anexterrdpr edlction, arrdflx  tha!preclicllon
to

Then, tracing through (39) and (40), one finds that

Thrdis, thoinput tothopre-processor, % is passoddirocl!y
througllunchrmged,  becominga$t This means that the
separ&te desired extet’nril lnputllneln Fig, 1 (ioallowlhe pre.
proGe6sor to be skipped) can be omi!ted,

mldMuM9

If one  tmwme9  that ~he dl$tributicm of ~ samples in (3r3)
fit6 thcr t.apiaclan form,, then the code equivalence result in (16)
carI be provtm.1711B 1 hat is,

thesdmple  F}Sll,kcOdesar@  equivalent
to Huffrtlan Codtm for L.aplrXlrm

dlstributioris of prediction errors. (43)

MoA  of those t+ppkdions  which make use of the built.
in Predictive Pre-procosbcx will occasional no ecl to ircm pomtc
a *Reference Sample”alonB  with the coded predichon errors
(e.g., at the start of a n  image line) Each of tha V L S I
implernentatiorm incqporate  an optionat fealure 10 exlract such
a Reference Sample ‘from an incomlrrg data $!ream. The JPL
and MHG approaches to formatting this ~ieference Samp!e a! t
distinctly diffrmnL  Cormdl  Ffefs. 10, 11, 14 and 15.

Roforsmocrs 12 and 18 compare the performance of a

Q
comfdele PSISS+ codlngj module wllh the w Il. nown 1 emrx4-
Ziv, Adaptive Iiuffman  and Arithmetic cociin~ porithms. M,orc
recently, Ref. 1 B compares 1’S1ss+ with a two-pass JF’CG
noicelecs coder,

The Research described kr this publication wa$ Carlieci
out by the Jet Propulsion Laboratory, ~alifornla  Inslitute cd
Technrdo~y, anrf the Goddard Space @rht Csmler, und6r 8
cont rac t  w i th  the Nat iona l  Aeronaut ic  and SprJGe
AdminMration.

Reference herein to any spe@’,c3rrwrwrcial  product,
prcwess, or service by trade rwrm, trademark, manufacturer. or
otherwise, doos not consthrte  or imply its endorsement by the
United States (lovernrnent,  the J@t Propulsion Laboratory,
CXrllfornla Institute of Technology, or the Goddard Space Fl@tI
Center.
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